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1 Introduction

Over the past years, organizations have increased their use of artificial intelligence (AI)

algorithms (Johnson et al., 2022). Their purpose is to make hiring decisions more efficient

and accurate, on the basis that hiring algorithms should help mitigate recruiters’ biases and

ensure objectivity to the hiring process (Langenkamp, Costa, and Cheung, 2019). However,

existing research shows that AI can actually discriminate based on gender and ethnicity,

which casts doubt on the objectivity of artificial intelligence (Cowgill and Tucker, 2020;

Gebru, 2020; Cowgill, 2019; O’ Neil, 2016).

How can we explain that a technology aimed at getting rid of human bias in decision-

making processes ends up being biased itself? The answer, I argue, lies in what type of

AI is used. One set of AI algorithms - predictive algorithms - use the characteristics of

the existing workforce to predict who should be hired (Johnson et al., 2022; Dastin, 2018;

O’ Neil, 2016). Another set of AI algorithms - assessment software - evaluate job appli-

cants during the hiring process with web interviews, chats, and cognitive games to assess

job candidates’ skills, aptitudes, logic, and cognition (Daugherty, Wilson, and Chowdhury,

2019; Gee, 2017). In sum, AI decides who to hire based on the characteristics of firms’ past

workers (predictive algorithms (Rhea et al., 2022)) or based on real-time evaluations of job

applicants’ performance without relying on data about past workers (assessment software

(Li et al., 2021)).

The existing research focuses on predictive algorithms, while leaving open questions on

how assessment software may affect gender inequality in the labor market. However, pre-

dictive algorithms and assessment software can yield different effects on gender inequality

in the labor market, according to how they select who to hire. On the one hand, predictive

algorithms – as the existing research argues - perpetuate the existing gender inequality

in the labor market because they predict who should be hired based on the characteris-
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tics of firms’ past employees, thus, reproducing employers’ biased hiring choices (Cowgill

and Tucker, 2020; Gebru, 2020; Daugherty, Wilson, and Chowdhury, 2019; Cowgill, 2019;

O’ Neil, 2016). Conversely, if firms use assessment software, they may reduce gender in-

equality in the labor market because assessment software base their hiring choice solely on

job applicants’ performance evaluation and not on previous employees’ data (Daugherty,

Wilson, and Chowdhury, 2019; Silberg and Manyika, 2019). In this paper, I contribute

to the literature by comparing and contrasting how predictive algorithms and assessment

software affect gender inequality in the labor market. In particular, this paper aims at an-

swering the following research question: do predictive algorithms and assessment software

differentially affect gender inequality in the labor market? To do so, I build on statistical

theory of discrimination and on expectation states theory to make predictions about the

effect of assessment software and predictive algorithms on gender inequality in employment

outcomes. I then empirically test my predictions using a two-stage staggered difference-in-

differences approach on a panel data of the 500 largest companies, measured by revenues,

in Europe and the US over 8 years (2013-2021). To measure gender inequality in employ-

ment outcomes I consider gender inequality in companies’ managerial pools, since gender

inequality in leadership positions explains most of the persistence in the gender wage gap

(Mandell et al. 2022).

I find that firms’ use of AI causes, on average, an increase by 3.5% in the hiring of female

managers. Exploiting heterogeneity across different types of AI, I find that my result is

driven by the use of assessment software, rather than that of predictive algorithms. The use

of assessment software increases the share of female managers hired by companies and cor-

relates with a reduction in firms being sued for gender discrimination in hiring. Conversely,

my findings show that predictive algorithms do not affect gender inequality in managerial

hires.
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2 Theoretical framework

When firms rely on AI algorithms in hiring, they can use assessment software and pre-

dictive algorithms. The distinction between the two is of crucial importance: predictive

algorithms utilize performance history of previous employees, and assessment software does

not.

To understand how such AI algorithms can affect gender discrimination in hiring end gen-

der inequality in employment outcomes, I build on statistical theory of discrimination and

on expectation states theory. I consider these theories because they are among the most

influential theories in economics and sociology in explaining how and when employers may

discriminate based on gender.

Arrow (1973)’s and Phelps (1972)’s statistical theory of discrimination postulates that em-

ployers have imperfect information about the future productivity of job candidates, which

gives them an incentive to use easily observable ascriptive characteristics, such as race or

gender, to infer the expected productivity of applicants (Correll and Benard, 2006). The

theory, thus, highlights a key explanation for why employers discriminate based on gen-

der: the excessive cost of gaining information about individual workers’ productivity leads

employers to rely on their biased beliefs about group statistics to infer workers’ individual

productivity (Arrow, 1973; Phelps, 1972). Discrimination, thus, arises as a rational solu-

tion to an information problem.

Expectation states theory, as with statistical theory, assumes that employers discriminate

against women because they have biased beliefs about workers’ competence, which give

rise to biased expectations about workers’ future performance if hired. However, biased

“status beliefs” do not arise from biased statistical evidence but are defined as “widely

held cultural beliefs that link greater social significance and general competence, as well

as specific positive and negative skills, with one category of a social distinction (e.g., men)
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compared to another” (Ridgeway, 2001, p. 638). These beliefs affect gender inequality in

the labor market through both demand and supply side mechanisms. This paper focuses

on the demand side, where the existing sex-segregated structure of the contemporary labor

market makes cultural beliefs about gender salient (Ridgeway, 2011). The gender stereo-

type pertaining to the sex that predominates in a job biases the traits of the ideal worker

for that job (Reskin, 2005). For example, being a nurse is typically a female job and is

associated to female traits (e.g., empathy, compassion, caregiving, . . . ), leading recruiters

to prefer women over men for such a job. Further, the prestige associated with the job itself

can make cultural beliefs about gender salient (for a thorough discussion see (Ridgeway,

2019)). In fact, jobs associated with authority and competence are usually culturally asso-

ciated with masculinity (Powell, 2002). Cultural beliefs about gender, thus, set the stage

for gender discrimination in hiring from the demand side by biasing employers’ perceptions

of men and women’s competence to perform a given job (Ridgeway, 2011; Heilman and

Okimoto, 2007; Gorman, 2005). Further and more problematically, when women apply

for authority positions or self-present as agentic and assertive, they are punished for it

(Quadlin, 2018; Heilman and Okimoto, 2007; Rudman and Glick, 2001). This is because

by self-presenting themselves as agentic, incongruity arises between women’s behavior and

cultural beliefs that presume lower status position and communality for women (Rudman

and Glick, 2001; Prentice and Carranza, 2002). This incongruity leads to a backlash on

the demand side, with employers punishing agentic women.

How do discrimination theories relate to predictive algorithms and assessment software?

Predictive algorithms use firms’ past workers’ productivity and characteristics as a bench-

mark for evaluating job applicants’ performance (Rhea et al., 2022). In the context of

the statistical theory of discrimination, predictive algorithms use the average information

about the group to which the job applicant belongs to infer how the job applicant will
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perform if hired. More precisely, predictive algorithms hitherto have been programmed

to estimate the average group (e.g., men, women) probability of success for firms’ past

workers, to then predict the future performance of individual job applicants belonging to

the same group (Langenkamp, Costa, and Cheung, 2019). Thus, how predictive algorithms

work is not any different from how human recruiters make their hiring decisions, they both

use surrogate and biased information about the group to infer the individual job applicants’

productivity.

In the context of expectation states theory, predictive algorithms are not subject to status

beliefs, because, after all, they are a software. However, relying on data about firms’ past

employees, predictive algorithms associate gender to the probability of success in the job.

If employers hired mostly men, predictive algorithms carry over employers’ biased hiring

decisions and biased beliefs (Langenkamp, Costa, and Cheung, 2019). My first prediction,

thus, is:

Hypothesis 1 firms’ use of predictive algorithms in hiring reproduces the existing gender

inequality (equality) in firms’ managerial pools.

This hypothesis is in line with the existing research showing that AI makes biased

hiring decisions because it learns to be biased from humans (Gonzalez et al., 2022; Black

and van Esch, 2020; Gebru, 2020; Kochling and Wehner, 2020; Daugherty, Wilson, and

Chowdhury, 2019; Silberg and Manyika, 2019; Bogen, 2019; O’ Neil, 2016).

Consider now the assessment software, which evaluates job applicants based on their per-

formance in cognitive tests, interviews, and chats (Li et al., 2021). In the context of the

statistical theory of discrimination, assessment software gains vast amounts of informa-

tion about individual job applicants’ productivity and uses such information to decide

who should be hired (Daugherty, Wilson, and Chowdhury, 2019). Therefore, assessment

software does not rely on the biased information about the group to infer individual job
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applicants’ productivity but provides employers with accurate information on individual

job applicants’ productivity. This key difference from predictive algorithms should give

assessment software no statistical reason to discriminate based on gender.

In the context of expectation states theory, as with predictive algorithms, assessment soft-

ware is not subject to status beliefs when evaluating job applicants because it is a software

and not a human being. Further, because assessment software evaluates job applicants

without using past employees’ data, it should not carry over employers’ biased beliefs and

biased hiring decisions. My second prediction, thus, is:

Hypothesis 2 firms’ use of assessment software in hiring decreases gender inequality in

firms’ managerial pools.

3 Data and Method

3.1 Data

I perform the analyses in this paper on those European and American firms that entered

Fortune Global 500 in 2021. This dataset includes European and American companies

ranked as the top 500 corporations worldwide as measured by revenue. The main reason to

focus on such specific firms is that I can collect public available information on whether they

use AI in hiring or not. Further, these firms have financial and organizational similarity.

Namely, they have a very similar productivity and size (see Table 1), which affect their

innovative capabilities (Gòmez and Vargas, 2012) and, thus, their potential adoption of

AI in hiring. The public availability of data on the use of AI and the similarity among

companies allow me to study the effect of firms’ use of AI on their share of female managers

hired. To do so, I match firms that use AI with the most similar firms that do not use it.

Information on firms’ characteristics come from the Orbis database by Bureau van Dijk.
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Figure 1: Example of AI use in firms’ annual reports

I collect data on the variables that can determine differences in firms’ adoption of a new

technology, that is, where each firm’s headquarters are based, the industry in which the

firm operates, firm’s productivity, total assets, return on equity, profit margin, net income,

number of employees (Antonelli, Orsatti and Pialli, 2022; Gòmez and Vargas, 2012), and

share of female directors to control for gender diversity in firms’ leadership roles. Note that

the share of female directors differs from the share of female managers, because directors

are nominated by firms’ shareholders while managers are hired. Therefore, AI would not

play any direct role in shaping gender (in)equality in the board of directors. I collect data

for the years going from 2013 to 2021.

My dependent variable is firms’ share of female managers. The variable represents the

yearly number of female managers hired in every firm over the total managers hired for

that year. Data on firms’ use of AI in hiring are, instead, much harder to get. In order to

know whether firms use predictive algorithms or assessment software in hiring and when

they have adopted it, I manually extracted information on firms’ use of AI from firms’

publicly available annual integrated reports. Figure 1 shows an example of information

about AI use in hiring on firms’ annual integrated report. Note that in my sample, firms

never mention the use of both predictive algorithms and assessment software in hiring but

either one or the other.

I assign each firm to the assessment software treatment (Da=1) if (1) its annual in-
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tegrated report contains evidence of the use of assessment software in hiring, and/or (2)

there is evidence on the firm’s website or online that the firm uses AI-powered logic, apti-

tude and reasoning tests, video interviews and chats to evaluate job candidates (Li et al.,

2021). I assign each firm to the predictive algorithms treatment (Dp=1) if (1) its annual

integrated report contains evidence of the use of predictive algorithms in hiring, and/or (2)

there is evidence on the firm’s website or online that the firm uses predictive algorithms to

evaluate job candidates (Rhea et al., 2022).

3.2 Empirical strategy

The empirical strategy relies on a two-stage staggered difference-in-difference with ex-ante

matching. I do an ex-ante matching because my control group exceeds in number my

treatment group.

The identification strategy, thus, is developed in two stages: (i) I match, based on observ-

able characteristics, treated and control firms using Mahalanobis distance matching (Maha-

lanobis, 1936); (ii) I perform a two-stage staggered difference-in-differences estimation with

multiple time periods, relying on Butts and Gardner (2021) because not all treated firms in

my dataset have adopted AI in hiring in the same year (staggered difference-in-differences)

and the choice to adopt AI in hiring is endogenous (instrumental variable approach).

3.2.1 Mahalanobis distance matching

The first step of the empirical strategy resorts to using Mahalanobis distance matching to

balance the treated and control firms on observable covariates. Relying on Mahalonobis

distance matching before the difference-in-differences estimate allows to account for the

systematic dynamic differences between those firms which use AI in hiring and those which

do not.
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For each treated firm, with treatment Di defined as the use of AI in hiring (Di = 1), I find

all available untreated firms (Di = 0) with the most similar — in terms of Mahalanobis

distance — variables {x} that may determine differences in firms’ adoption of AI in hiring

(firms’ size, firms’ productivity, profit margin, return on equity, industry, and country).

Equation 1 presents the econometric specification of the Mahalanobis distance definition.

d(u, v) = (u− v)TC−1
OR(u− v) (1)

With u and v values of {xT , q̂(x)}T , where x are the observable covariates and q̂(x) is the

estimated log odds against exposure to treatment; and COR sample covariance matrix of

{xT , q̂(x)} in the control group (Rosenbaum and Rubin, 1985).

The Appendix reports the distribution of the covariates used for matching treated and

control firms with Mahalanobis distance matching (for each year between 2013 and 2021).

Existing research shows that the probability that firms introduce innovation in their pro-

cesses or products significantly depends on firms’ size (Gòmez and Vargas, 2012). I, there-

fore, match treated and control firms — before estimating through staggered difference-in-

differences the effect of AI on firms’ probability to hire female managers — on measures

of firms’ size, that is, total assets and number of employees (Damanpour, 1992). Further,

the probability that firms adopt innovations both within their processes and products is

strongly associated with firms’ profits and financial resources (Antonelli, Orsatti and Pialli,

2022). I, therefore, match treated and control firms also on productivity, profit margin and

return on equity. Last, since existing studies show that the relationship between innova-

tion and the above variables is not the same across countries and industries Damanpour,

1992), I match treated and control firms on industry (4 digits NACE code) and country. In

particular, the Appendix presents the balancing achieved after the Mahalanobis distance

matching. Table 1 reports descriptive statistics of all variables over the full sample and the
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restricted matched sample.

Table 1: Summary statistics

Full sample Restricted matched sample T-test
Mean SD Mean SD

Share of female managers hired 0.026 0.05 0.024 0.042 NS
Use of AI 0.107 0.309 0.298 0.458 *
Log assets 25.262 1.469 25.748 1.368 *
Log productivity 24.406 0.824 24.349 0.528 NS
Net income (millions) 12.357 18.577 12.629 13.382 NS
Profit margin 13.286 14.108 15.353 11.996 *
Return on equity 27.986 67.858 16.954 12.365 *
Log employees 11.278 1.115 11.489 0.63 *
Share of female directors 0.052 0.044 0.053 0.039 NS
N 1,621 531

Note that the two groups do not differ in the distribution of the dependent variable

(share of female managers). The restricted sample has a slightly higher share of firms using

AI.

3.2.2 Two-stage staggered difference-in-differences on matched firms

I estimate, for matched firms, the effect of using AI on firms’ share of female managers

hired through a two-stage staggered difference-in-differences technique with multiple time

periods, relying on Butts and Gardner (2021)’s approach.

The first stage of the procedure consists of a regression of outcomes on group and period

fixed effects, estimated using the subsample of untreated observations. In the second

stage, the estimated group and period effects are subtracted from observed outcomes,

and these adjusted outcomes are regressed on treatment status. Under the usual parallel

trends assumption, this procedure identifies the overall average effect of the treatment

on the treated (i.e., across groups and periods), even when average treatment effects are

heterogeneous over groups and periods (Butts and Gardner, 2021, p.4).
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The two-stage estimation procedure first estimates:

Ygpit = λg + γp + ϵgpit (2)

for non-treated units. With g treatment group, p period, i unit, and t time variable, λg

group fixed effect, γp time fixed effect. From equation 2, the estimated group fixed effect

(λ̂g) and time fixed effect (γ̂p) are retained.

Second, the adjusted outcomes Ygpit − λ̂g − γ̂p are regressed on the treatment variable.

Conditional on the parallel trend assumption, the procedure identifies E(βgp|Dgp = 1) even

when the the adoption and average effects of the treatment are heterogenous with respect

to groups and periods (Butts and Gardner, 2021). In particular, the expected treatment

effect is estimated as group×period-specific average treatment effects (Butts and Gardner,

2021):

E(βgp|Dgp = 1) =
G∑

g=1

P∑
p=g

βgpP (g, p|Dgp=1) (3)

When estimating E(βgp|Dgp = 1), I weight each observation by the weight generated with

Mahalanobis distance matching, in order to condition the estimate of the weighted average

treatment effect on the observable covariates.

The event study setting develops by regressing in the second stage the adjusted outcomes

Ygpit − λ̂g − γ̂p on DRgp, ..., D0gt, ...DPgp, with R periods of treatment.

As with staggered difference-in-difference, in order for the estimated ATT to be valid and

reliable, a series of assumptions should be imposed (Callaway and Sant’Anna, 2021).

Assumption 1: Limited treatment anticipation. The assumption states that firms

should not anticipate treatment by any period. The assumption is very likely to hold in the

context of this paper, since it is unlikely that firms increase the hiring of female managers

in sight of AI adoption. However, I account for potential anticipation of the treatment by
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allowing for anticipatory behavior and imposing conditional parallel trends in pre-treatment

periods, making the parallel trend assumption (discussed in the next paragraph) stronger.

Assumption 2: Conditional parallel trends based on a never-treated group. The

assumption imposes that, conditional on covariates, the average outcomes for the firms first

treated in group g (with g year of AI adoption) and for the never-treated firms would have

followed parallel paths in the absence of the treatment. Section 4 provides evidence of the

validity of the conditional parallel trend assumption.

What makes firms’ use of AI in hiring endogenous is the fact that firms may use AI

under the premise that it should help mitigate recruiters’ biases and ensure objectivity to

the hiring process (Langenkamp, Costa, and Cheung, 2019). Therefore, firms that have

more developed ESG strategies or that lack diversity and inclusion in their workforce may

be more likely to use AI for improving diversity in their hiring outcomes. Further, my

estimates may suffer from simultaneity bias. Therefore, I instrument firms’ use of AI

in hiring with firms’ intangible fixed assets lagged at time t-1, retrieved from the Orbis

database by Bureau Van Dijk. Intangible fixed assets are formally defined as “all intangible

assets such as formation expenses, research expenses, goodwill, development expenses and

all other expenses with a long-term effect” (Altomonte et al., 2022, p.5). Firms’ intangible

fixed assets are typically used in the existing economics literature as a proxy for firms’ use of

AI (see, for example, Agarwall et al. (2021) or Corrado et al. (2021)). AI might, in fact, be

thought of as spending on software and databases (Corrado et al., 2021). Firms’ intangible

fixed assets comprise all expenses that a firm makes to form employees, to undertake

research and development, and to innovate. It seems, thus, reasonable to assume that

firms’ intangible fixed assets should not directly affect the share of female managers hired,

except through AI. The lag at time t-1 allows me to address potential simultaneity bias.
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4 Results

4.1 Effect of instrumented AI on firms’ share of female managers hired

This section presents the estimated effect of the instrumented AI on the share of female

managers hired. Figure 2 shows the graphical representation of the event study. Table 2

reports the simple weighted average estimate of the ATT. Standard errors are clustered at

firm level.

Figure 2: Two-stage staggered difference-in-differences results. Event study
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Table 2: Two-stage staggered difference-in-differences results.

Panel a. Reduced form (simple weighted average ATT)

Share of female managers hired
(1)

Firms’ use of AI 0.0354*
(2.14)

Managers’ age ✓
Total assets ✓
Number of employees ✓
Productivity ✓
Profit margin ✓
Net income ✓
Country ✓
Industry ✓
Return on equity ✓
Share of female directors ✓

Obs. 1,467

Mean of the share of female managers hired 0.024

Panel b. First stage

Firms’ use of AI
(1)

Lagged intangible fixed assets 0.019***
(0.003)

Managers’ age ✓
Total assets ✓
Number of employees ✓
Productivity ✓
Profit margin ✓
Net income ✓
Country ✓
Industry ✓
Return on equity ✓
Share of female directors ✓
Year fe ✓
Unit fe ✓

F 20.152
Obs. 1,467

Standard errors in parentheses, clustered at firm level
*** p<0.01, ** p<0.05, * p<0.1
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As Figure 2 shows, the conditional parallel trend assumption is satisfied, since the

estimates of the ATT in each year before treatment (t-6 to t0) are not statistically different

from zero.

The estimated simple weighted average ATT in Table 2 shows that firms’ use of AI in

hiring causes, on average, an increase by 3.5% in the share of female managers hired. This

effect is considerable in magnitude, since – as reported in Table 2 and in Table 1 – the

average share of female managers hired in the sample is only 2%.

The estimated results suggest that firms’ use of AI can help reducing the persistent under-

representation of women in managerial positions. An important implication is that by

increasing female representation in firms’ managerial positions, firms’ use of AI can promote

the overall gender equality in the labor market. This because the presence of women in

managerial positions may encourage female participation in the workforce by establishing

a role model (Porter and Serra, 2020). An increase of female participation in the workforce

can improve fertility and households’ well-being (Cohen and Huffman, 2007; Hensvik, 2014;

Profeta, 2020).

Even if my result shows that AI can increase the share of women hired in managerial

positions, we still do not know what type of AI drives this effect. The next section shows

the decomposition of the result by type of AI. The analyses that exploit the heterogeneity

in the type of AI used by firms rely on the staggered difference-in-difference technique

proposed by Callaway and Sant’Anna (2021). I do not instrument the type of AI firms

can use because it seems reasonable to assume that the endogeneity problem arises at the

extensive margin, i.e., when firms decide whether to use AI in hiring or not, rather than

at the intensive margin - the type of AI firms adopt. Therefore, conditional on firms using

AI, I assume the choice of which type of AI to use is exogenous.
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4.2 Decomposition of the effect by type of AI

Figure 3 shows the graphical representation of the event study. Table 3 reports the simple

weighted average estimate of the ATT. Standard errors are clustered at firm level.

(a) Assessment software (b) Predictive algorithms

Figure 3: Staggered difference-in-differences results by type of AI. Event study
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Table 3: Staggered difference-in-differences results by type of AI

Share of female managers hired
(simple weighted average ATT)

(1) (2)

Firms’ use of assessment software 0.016*
(0.008)

Firms’ use of predictive algorithms -0.005
(0.007)

Managers’ age ✓ ✓
Total assets ✓ ✓
Number of employees ✓ ✓
Productivity ✓ ✓
Profit margin ✓ ✓
Net income ✓ ✓
Country ✓ ✓
Industry ✓ ✓
Return on equity ✓ ✓
Share of female directors ✓ ✓
Innovative activity ✓ ✓

Obs. 1,458 1,458

Standard errors in parentheses, clustered at firm level
*** p<0.01, ** p<0.05, * p<0.1

As Figure 3 and Table 3 show, the increase in the probability of hiring female managers

is driven by firms’ use of assessment software; the effect of firms’ use of predictive algorithms

is not statistically different from zero.

My results provide evidence in favor of assessment software reducing gender inequality in

firms’ managerial pools (hypothesis 2). They also provide evidence in favor of predictive

algorithms not affecting gender inequality in firms’ managerial pools. Therefore, it seems

reasonable to argue that predictive algorithms reproduce the existing gender inequality

(equality) in firms’ managerial pools (hypothesis 1).

4.3 Mechanism: reduction of gender discrimination in hiring

The main finding that firms’ use of assessment software increases the share of female man-

agers hired may be explained by the likelihood of assessment software decreasing gender
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discrimination in hiring. I, thus, estimate using staggered difference-in-differences (Call-

away and Sant’Anna, 2021) the effect of firms’ use of assessment software and gender

discrimination in hiring. To measure gender discrimination in hiring, I collected publicly

available documentation on the court cases in which firms were sued for gender discrimi-

nation in hiring between 2013 and 2021. Because of public availability of lawsuits and the

relative documentation, I was able to collect information only on firms in the US. This

means that in the following analyses, my results do not apply anymore to both European

and US firms. However, as Figure 4 shows, performing my analyses only on US firms does

not affect the reliability of my results. I can, thus, restrict the sample to only US firms,

amounting to 56% of my original sample.

Figure 4: Two-stage staggered difference-in-differences results. Event study on US firms

Figure 5 shows the graphical representation of the event study. Table 4 reports the

simple weighted average estimates of the effect of using assessment software on firms’
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probability of being sued for gender discrimination in hiring.

Figure 5: Staggered difference-in-differences results. Event study. US firms’ lawsuits
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Table 4: Staggered difference-in-differences results. US firms’ lawsuits.

Probability of being sued for
gender discrimination in hiring
(simple weighted average ATT)

(1)

Firms’ use of assessment software -0.155*
(0.089)

Managers’ age ✓
Total assets ✓
Number of employees ✓
Productivity ✓
Profit margin ✓
Net income ✓
Country ✓
Industry ✓
Return on equity ✓
Share of female directors ✓
Innovative activity ✓

Obs. 819

Standard errors in parentheses, clustered at firm level
*** p<0.01, ** p<0.05, * p<0.1

Using assessment software coincides with a reduction by 15% in the probability of firms

being sued for gender discrimination in hiring. This result hints at the possibility that using

assessment software helps firms to decrease gender discrimination in hiring, which in turn

results in an increase in the share of female managers hired.

5 Conclusion

This study used a two-stage staggered difference-in-differences approach to test whether

firms’ use of AI may affect their hiring of female managers.

As discussed in the introduction, firms are increasingly using AI algorithms in hiring.
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Their purpose is to make hiring decisions more efficient and accurate, on the basis that

hiring algorithms should help mitigate recruiters’ biases and ensure objectivity to the

hiring process. However, existing research shows that AI can actually discriminate based

on gender and ethnicity, which casts doubt on its objectivity. This paper proposes that

the explanation lies in the type of AI firms use in hiring. I argue in this paper that

while predictive algorithms reproduce the existing gender inequality (equality), assessment

software reduce gender inequality in firms’ managerial pools. The fact that predictive

algorithms decide who should be hired based on the characteristics of previous employees

leads them to inherit human biases. However, when firms use assessment software in

hiring, they evaluate job applicants based on their individual performance without using

past workers’ data. This leads firms to reduce gender inequality in managerial hires. I

find AI increases by 3.5% firms’ share of female managers hired. This result is driven by

assessment software, while the effect of predictive algorithms cannot be claimed statistically

different from zero. Further, I show assessment software are correlated with a reduction in

firms being sued for gender discrimination in hiring.

My results answer to the central puzzle around AI by suggesting that what is discussed

in the literature as evidence of AI being biased can only be circumscribed to predictive

algorithms. Conversely, assessment software reduces gender inequality in the labor market.

This paper adds to the lack of micro-level evidence on the impact of firms’ use of AI on the

persistent female under-representation in managerial positions. It is also the first quasi-

experimental evaluation of AI on key employment outcomes.
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Appendix

Distribution of the observable covariates

Balancing of observable covariates

Before discussing the ATT (g, t) results, estimated through the staggered difference-in-

differences approach, this section reports evidence regarding the balance of the observable

covariates x among treated and control firms before and after matching. In particular,

Figure 6 presents the balancing achieved after the Mahalanobis distance matching.
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Figure 6: Balancing of the observable covariates achieved after the Mahalanobis distance
matching.

Figure 6 shows the standardized mean bias for all covariates before and after matching,

that is the difference of the means in the treated and non-treated firms as a percentage of the

square root of the average of the sample variances in the treated and non-treated groups

(Rosenbaum and Rubin, 1985). The mean absolute standardized bias across covariates

after matching is 21.6, which is smaller than the absolute standardized mean bias across

covariates before matching (29). As Figure 6 shows, matching reduced the standardized

mean bias to less than ∼0.5 for all covariates. Refinement is desirable, but matching has

done well at balancing the treated firms and their control counterparts, adjusting reliably

for all the covariates.
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